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Finite Word length

O

- The designing of a digital filter means figuring out its
coefficients.

We store the values of these coefficients in binary
registers, Th se reglsters are just digital memories in the
DSP sysIeLm

- Generally, we use nﬂLnﬁe/p{rec\bp arlfkgn tic for

describing filter coefficients in the inte f‘ﬁcguracy

- But practically, it is not possible to store all the bits in a
register. Thus we need to find a way to pack these filter
coefficients into a finite length register.

- S0 we use the fixed-point representation of binary
numbers.



https://technobyte.org/memories-digital-electronics/

Quantization

O

- guantization is the process of reducing the number
of bits to ensure the storage of the filter coefficients
In the Digital Signal Processing system’s register.

- In this p_)é_gt\J/\{é\:'W'rl\l [S}Lfﬁj)’[t‘/’"\o types of Quantization

methods: [

..

\ ] l \ o | )
- Truncation - fD L r@ l
- Rounding

D J



https://technobyte.org/digital-signal-processing-course-dsp-learn-from-scratch/

What I1s Truncation?

O

- Truncation is a type of quantization where extra bits
get ‘truncated.’

: Basically In the truncation process, all bits less
significah !;Uam ge@els\lr d LSB (Least Significant

l [JES\J

Bit) are discarde




Truncation-Example

O

- For example, suppose we wish to truncate the
following 8-bit number to 4-bits.

- X =0.01101011 truncates to X = 0.0110

. ConveF’H\qg e i decimal we can see that there Is

a large chang*e Iﬁ~Vé.|LL (\Q 1(P101r1{equals 0.418 and

0.0110 equals 0.375). O =S







*» What is Rounding?

1.Rounding Is a quantization method where we
'round-up' a particular number to the desired

number of }:)th.( IR VI A
> Basically, rounding is'%éf/p"ro(cesspfr ducing the

size of a binary number to some de’si'r)a' le finite size.

3.Interestingly, the rounding process is a combination
of truncation and addition.




Quantization error is the difference between the
analog signal and the closest available digital value at
each sampling instant from the A/D converter.

Quantization error also introduces noise,
called quantization noise, to the sample signal.



Rounding Example

O

- Suppose we wish to truncate the following 8-bit
number to 4-bits.
- X=0.01101011 truncates to X = 0.0110

- Since tI;{e nLjnbe t to the current LSB was 1, we add 1 to
thecurre\\t SngrTe)ﬁ [/ /\ [

. Thus X is now 0.0111 1\ DL

S

- Converting both the unquantized and rounded off numbers to
decimal, we notice that the magnitude of error is less relative
to truncation. (0.01101011 equals 0.418 and 0.0111 equals
0.438).

- Thus rounding is preferable than truncation.




Rounding error
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quantization of filter coefficients?

O

» DSP systems, we can say that the number of bits that
we use in designing a filter is limited by the word
length of the register used to the store them.
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O

» The fact of the matter, however, is that most of the
DSP systems that we use have a fixed number of
bits in their registers. The capacity of registers is
limited, pif\aCI ZE So how do we fit infinite
arithmetic num i&l&sbhyé finite space?

» Easy. We gquantize them. Genera‘tl W)e~L[S
guantization methods like rounding or truncatlng to
guantize the filter coefficients to the word size of the
register.




O

» The location of poles and zeros of any digital filter
directly depends on the value of the filter
coefficients. But since we are quantizing the values
of the fll,f;é\r oecfr hj;e[nts to fit them into the register,

there will be a ﬂg\l tlgt V(aluFas(of the poles and
- 0) Fe S

Z€eros.










We can minimize this drastic effect of quantization
on the filter coefficients. The corresponding change
in the frequency response can be minimized by
realizing a filter with a large number of poles and
zeros as'an/interconnection of second-order sections.

That is, the physical realization of these filters can be
done in a particular manner that reduced the effect
of the quantization of filter coefficients.

Spoiler! Coefficient quantization has less effect on
cascade realization when compared to other
realizations.



That is, the physical realization of these filters can be
done in a particular manner that reduced the effect
of the quantization of filter coefficients.

Spoiler!/Coetficient,quantization has less effect on
cascade realization when compared to other
realizations.




Let’s take up a transfer function of a random filter
and realize it using direct and cascade forms. We'll
arrive at the conclusion that the shifting of poles and
zeros (i.e the frequency response) is closer to the
ideally intended filter in the case of cascade
realization.


















O

» Let H'(z) be the transfer function after quantization of
coefficients

* H'(z) =

I‘"\“Jl VI SNIA T

e

1 _FL\‘T DlQs >
1—2625z—1 10 625z —- o

» The new poles are at P1’ = 2.625 and P2’ = 0.625

» Thus we can see a huge shift in the position of the
poles.










For the second order IIR filter, the system function is,

1
(1-05z71)(1—-0.45z"1)
Find the effect of shift in pole location with 3 bit coefficient
representation in directand cascade forms.(MAY- 2012).

H(Z) =

Solution:

1 z>2

(1—052z"1)(1—0.452-1) (z—0.5)(z — 0.45)

H(Z) =

Original poles of H(Z) is P,= 0.5 and P,= 0.45.



O

CASE 1: DIRECT FORM

1
H(Z) =
A\ ( )-, (1-0.5z"1)(1 — 0.45z71)
i__lJl [ U [\
NIRMAT -
(1- 09521+ 0225272 | aQ
Quantization of coefficient by truncation
convert to binary truncate to 3 bits

convert to decimal

0.95,, 0.1111, 0.111,




O

_________ convert to binary 0.0011,
truncate to 3 bits 0.001

convert todeiﬂmgllb [l’25y6(

=S J
1
(1-— 0.875z71 + 0.1252_2)

1
(1-10.695z"1)(1 — 0.179z~ 1)

H(Z) =

H(Z) =




Case (11) Cascade Form

. 1
Glven, H(Z) ~ (1-0.5z71)(1-0.45z"1)

Quantization of coefficient by truncation
0.5, - convert to binary 0.1000,

0.1000, truncate to 3 bits ...... 0.100,

0.100, convert to decimal ..... 0.5,



O

* Quantization of coefficient by truncation convert to binary

truncate to 3 bits convert to decimal

© 0.45, 0.0111, 0.011, 0.3754,

: H(Z) - (1-o0. Sf*l)(j 375z~ 1)

* The polesare P, : &angi = O)Bﬁg/

« Conclusion: LJ L

+ e From direct form, we can see that the quantlzed poles de a(tg)véryrmw:h from the

original poles.
» e« From cascade form, we can see that one pole is exactly the same while the other pole is
very close to the original pole.




Different errors due to quantization

O

1) Input quantization error.

>) Product quantization error.

3) Co-ef/ficient quantization error.
£
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Input quantization error:

The conversion of a continuous time input signal
into digital value produces an error, which is known
as input quantization error.

This error arises due to the representation of the
input signal by a fixed number of digits in A/D
conversion process.



Quantization error

Coefficient quantization error:

The filter coefficients are computed to infinite
precision in theory.

If they are quantized, the frequency response of the
resulting filter may differ from the desired
response..

If the poles of the desired filter are close to the unit
circle, then those of the filter with quantized
coefficient may we outside the unit circle leading to
instability.



Product quantization error:

Product quantization error arise at the output
of a multiplier. Multiplication of a b-bit data with
a b-bit coefficient results a product having 2b bits.

Since a b-bit register is used, the multiplier
output must be rounded or truncated to b-bits which
produced an error.



In fixed point arithmetic the product of two b bit
numbers results in number of 2b bits length.

If the word length of the register used to store the
result is'b bit, then it is necessary to quantize the
product to b bits, which produce an error known as
product quantization error or product round
off noise.



Product quantization error:

O

» In realization structures of digital system, multipliers
are used to multiply the signal by constants.

» The model for fixed point round off noise following a
multlph/éat,lﬂirp 1F srhpyvn/lfl Figure .
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Product quantization error:




Product quantization error:

O

» The multiplication is modeled as an infinite precision
multipliers followed by an adder where round oft
noise is added to the product so that overall result
equals s{Omej qu tiz atlon level.

RV AT




Product quantization error:

O

» The roundoff noise sample is a zero mean random
variable with a variance (2-20/3),

where f‘“\ J INT

-——_‘

D
N \
- bis the number of bits &rebrﬁsgnﬁ glgle

variables.




In general the following assumptions are
made regarding the statistical independence
of the various noise sources in the digital
filter.

I. Any two different samplés from the same noise
source are uncorrelated.

2. Any two different noise source, when considered
as random processes are uncorrelated.



3. Each noise source is uncorrelated with the input
sequence.
Let e, (n) be the error signal from k™ noise source,

h,(n) the impulse response for k™ noise source and

T, (n) the noise transfer/function (NTF) for k" noise
source.
qZ 2—2b

Variance of k" noise source 02, = —==




Product quantization error:




In the IIR system given below the products are
rounded to 4 bits (including sign bits). The
system function is

1
H(Z) = (1-0:35271)(1-0.622~Y)

Find the output roundoff noise power in (a) direct
form realization and (b) cascade form realization.



Solution

O

» Direct Form Realization
1

: H(Z) ~ (1-o. 35z-1)(1—0.62z-1)

A TN

(1= 6/9izt|140|217[z72( /\
» Direct form realization ofHTZ)ﬁ&s

o H(Z) —

lg(FSWIfl in Figure




Product quantization error:




Product quantization error:

O

» The variance of the error signal is,
» Here R is not given So take R = 2 and b = 4 bits

S yj—lz( Ef) M,

!WUE@Q

o
© 0% =13021X 1073




Product quantization error:

O

Output noise power due to the noise signal ¢; (1) 1s,

02, = o H(z) Hz™YH z1

{U
(1 —0.35z"1 )(1 — 0. 62z—1)

H(Z) =

H(Z) = 2035 (2= 062)




‘roduct quantization error:




2 _oge’ z—
Oe01 = 5 ((2—0.35)(2—0.62) (z=1-0.35) (z‘1—0-62)) 4z

The stable poles of H(z) are P; = 0.35 and P,=
0.62 and unstable poles of H(z) are P3 = 2.86
and P4 = 1.62. For taking residue only
consider the stable poles.










Total = Res[H(z)H(z 1)z !]|(z = 0.35) +
Res[Hz)H(z Yz 1]|(z = 0.62)
=-1.8867 + 4.7640.
= 2.8773.
Therefore,

2

ge
0501 = 5 T H(z) H(z™") z7*

= 1.3021X103X2.8733
= 3.7465X 103



Here the output noise due to error source e,(n)is same as
thatof e, (n) ie,
e, (n)noise power = noise power of e,(n)

001 = Tko»
= 3.7465x 103
Total output noise power due to all the noise sources is,
2 2 2

Oc0 = 0¢01+0¢02

0l =7493X1073



Case (ii)

© H(z)= H(Z)H,(Z)

» The cascade form realization of H(z)is shown in
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O

» The order of cascading is H,(Z)H,(Z). Output noise
power due to errorsignal e,(n)is

¢ g2y, = P “w le(Z) H(Z Yz~
o - /( =L°, 14?% X.rlg [refer

direct form |

JJ
















O

» Case (1) The order of cascading is H(z) =
H,(Z)H (z) and is shown in Figure
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O

The output noise power due to error source e,is,
0%, = 3.7465 X 1073

The outputﬂdlée ﬁ)(pwrer dﬂe o error source e,(n) is,

ae

Uezoz = ﬂ H1(Z)H\(T 1B£j1[d2:'




O
~1
H,(2)H,(z~)z~! = c
(z—-0.35)(z"1 — 0.35)

Res[Hl(Z)Hl(z Dz=11(z = 0.35)
~1

AJNIP v~ -
( bém( bg)(z{ o,
at z = 0.35 L S

= 1.1396

0%, = 1.1396 X 1.3021 X 1073




= 1.4839 X 103
Total output noise power

Jezo — 0301+Ue202
=3.7465 103+ 1.4839X 103
o2y =5.2304 X 1073

Conclusion: Thus, in cascade form realization, the product noise
round off power is less in case (i7) when compared to case (i) and
also direct form realization.






Limit cycle oscillations

O

» Quantization is basically reducing the number of bits

of a given number.

» The reduction/quantization produces a non-linearity
in a fllteﬂsy§t§

» This gives rise to\tﬁﬁllr/niekdll n ttlj effects.
Limit cycle oscillations are one o Hes@umwanted
effects.



https://technobyte.org/quantization-truncation-rounding/

In some systems, when the input is zero or some non
zero constant value the nonlinearities due to the finite
precision arithmetic operations often cause periodic
oscillations to occur in the output. Such oscillations in
recursive systems are called limit cycle oscillations.




What is zero input limit cycle oscillations?

O

» Limit cycle oscillations will continue to remain in limit
cycle even when the input is made zero. Hence, these
limit cycle are also called zero input limit cycles

f‘“\jl( U\/
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IR Filter




O

» [imit cycle oscillations occur only in recursive
systems. That is, it's just the infinite-impulse
response (lIR) filters that face this issue. Non-
recursive \FI fll[te(rsT don t experience limit cycle
oscillations. | 1A [

 Technically, in a practical, stableﬂR[ lﬁrﬂé:rrészlted by
a finite sequence, the output will eventually decay to
zero. But due to the non-linearities in the system, the
Issue of the limit cycle will keep some oscillations
going in the output.



https://technobyte.org/infinite-impulse-response-filter-iir/
https://technobyte.org/infinite-impulse-response-filter-iir/
https://technobyte.org/infinite-impulse-response-filter-iir/
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ero limit cycle oscillations




Overflow limit cycle oscillations

O

¢ In the fixed-point addition of two binary numbers, an
overflow occurs when the sum exceeds the finite
word Iength of the register used to store the sum.

» The ovérﬂj) { a dl ion, may lead to

oscillations in the ut Whlcp PNG call overflow
limit cycles. IXCS

* 0.011 + 0.101 = 1.000. The 1 in the answer is an
overtlow output.




Remedy for overflow limit cycle

O

» We can solve the problem of overtflow limit cycle
oscillations by using saturation arithmetic.

» In saturation arithmetic, when an overflow is sensed,
the output 1F fet to the maximum allowable
value. 2 \ /

- Conversely, when an ‘under 10&@ is d(ef@crted the
output will be set to the minimum permissible
value.

e Drawback of saturation arithmetic

It cause another undesirable signal distortion due to
the non-linearity of the clipper.




Remedy for nonlinearity produced by
saturation arithmetic

O

» To reduce these new, unexpected distortions, it Is
crucial to scale the input signal and the unit sample
response between the input node and internal

summation J‘l(PqJe? R M F\ .
o
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Dead band

During the limit cycle oscillations, the output of the
filter oscillates between a finite positive and negative
value. This range of values is called the Dead band of
the filter. These values can be calculated with the
following formula.

Dead band =



Dead band of the filter.

The limit cycles occur as a result of the quantization
effects in multiplications. The amplitude of the output
during a limit cycle are confined to a range of values that
is called the dead band .of the filter.

The dead band is given by
e ZaC

ll—lal "1-]al

Dead band = +

1—|al



